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The STM32 portfolio

Five product categories

Ultra-low-power Mainstream High-performance [ ~ Embedded

Short- and long-range connectivity 32-bit general-purpose microcontrollers: from 75 to 3,360 CoreMark score 32- and 64-bit microprocessors

MPU portfolio
MCU portfolio
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https://www.st.com/content/st_com/en/products/microcontrollers-microprocessors/stm32-32-bit-arm-cortex-mcus/stm32-high-performance-mcus.html?ecmp=tt36849_gl_link_jan2024
https://www.st.com/content/st_com/en/products/microcontrollers-microprocessors/stm32-32-bit-arm-cortex-mcus/stm32-ultra-low-power-mcus.html?ecmp=tt36849_gl_link_jan2024
https://www.st.com/content/st_com/en/products/microcontrollers-microprocessors/stm32-32-bit-arm-cortex-mcus/stm32-wireless-mcus.html?ecmp=tt36849_gl_link_jan2024
https://www.st.com/content/st_com/en/products/microcontrollers-microprocessors/stm32-32-bit-arm-cortex-mcus/stm32-mainstream-mcus.html?ecmp=tt36849_gl_link_jan2024
https://www.st.com/en/microcontrollers-microprocessors/stm32-arm-cortex-mpus.html?ecmp=tt36849_gl_link_jan2024
https://www.st.com/en/microcontrollers-microprocessors/stm32-32-bit-arm-cortex-mcus.html?ecmp=tt36849_gl_link_jan2024
https://www.st.com/en/microcontrollers-microprocessors/stm32-arm-cortex-mpus.html?ecmp=tt36849_gl_link_jan2024

Enabling unmatched edge Al performance on an MCU I

Benefit from extended neural network computing capabilities while

leveraging the advantages of an MCU.

a Small footprint

- MCU + NPU
High neural Lower power

processing
capabillities Lower cost

MPU MCU Faster boot/wkup

3
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How the STM32N6 changes the game

yS77

STM32N6

An MPU-like end-user experience. Available on an MCU.

People detection Pose estimation Hand landmark

"—l @ watch all videos on YouTube 4


https://www.youtube.com/playlist?list=PLnMKNibPkDnEmZ4ZzKx9PGNina5pUPdkR
https://www.youtube.com/playlist?list=PLnMKNibPkDnEmZ4ZzKx9PGNina5pUPdkR

High-accuracy people detection at a distance
In varied ambient conditions

L

S person
k_|
Y
' r
|

person

KEY METRICS

Yolo v8

« 320 x 320

« 26 FPS

« 2.9 MB weights
1.6 MB activations

KEY APPLICATIONS

« Smart doorbells
« Room occupancy
« Alarm systems




High-accuracy multipose estimation

1S73 KEY METRICS

Yolo v8n

» 256 X 256

« 26 FPS

« 3.35 MB weights

« 2.59 MB activations

KEY APPLICATIONS

» Behavior analysis
 Activity monitoring
 Fall detection




Precise system control with hand landmark

’, KEY METRICS

(Two models in parallel)

Palm detector
e 192 x192

Advance your product V. ‘ - 1.1 MB weights
offering with edge Al |

e 1.1 MB activations

Hand landmark
o 224 x 224
- v + 3.2 MB weights
Start your o Ny ‘ ‘ e 1 MB activations
ST Edge Al journey now 3 '

= e
Suit ' | 4 . KEY APPLICATIONS

« Touchless HMIs
« Smart appliances
« Smart industry

Kyys 7
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STM32N6 feature overview

Dedicated embedded neural processing unit (NPU)

* 600 GOPS NPU
+ 3 TOPS/W power consumption
} : Arm® Cortex®- M55 core

ML performance uplift* - 1280 DMIPS / 3360 CoreMark
* New DSP extensions (MVE)

Embedded RAM

* 4.2 Mbytes of embedded RAM for real-time data processing and multitasking
Computer vision pipeline

» Parallel and MIPI CSI-2 camera module I/F

* Dedicated image processor (ISP)

Extended multimedia capabilities
« 2.5D graphics accelerator
* H.264 encoder, JPEG encoder/decoder

Extended security features
* Arm® TrustZone® for the Cortex®-M55 core and the NPU
» Target certifications SESIP3, PSA L3

Hife. UGS OPS NPU vs 1 GOPS NN peak processing capabilities on STM32H7



STM32N6x7 and STM32N6x5 MCUs

Embedded memories <N Arm® Connectivity

G PL R Cortex®-M55 800 MHz
8 kB Backup RAM TrustZone®
446 Debug RAN. WVE
External memory interfaces ST Neural-ART
accelerator
600 Gops
- i

Analog

System

Camera pipeline

Graphics & multimedia Security -

Timers/Control

life.augmented

Leading edge MCU core

Neural processing unit
(STM32N6x7 MCUs only)

Large embedded memory + flexible I/F

Extended multimedia capabilities

Advanced & certified security




From DMIPS to TOPS, the paradigm shift
Opening a new range of embedded Al applications

= _ Object

Jolbvheall | > VS2Cores Neural-ART Accelerator™ @3

(Arm® Cortex®-M)

Pose
estimation

Mono-modality workloads Multi-modality workloads

I Object
| classification

Soeedh Static single subjects Faster moving multiple subject

recognition

Sound
analysis

Low power High efficiency

Face/people

detection Optimal light conditions Open light conditions

WETE
word

Acceptable precision High precision

Time series
classification

Anomaly

detection Low resolution and framerate Higher resolution and framerate

=

0
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Embedding innovation across product segments

Drones
Flying & landing

Smart industry
Anomaly detection

Smart homes
Event detection

Smart farming
Animal well-being

Personal healthcare
Body measurements

'S 74

STM32N6

2

(WP

A

7
=

o)

White goods
Smart control

Automotive
Environment sensing

Smart buildings
Building automation

Robots
Collision detection

Personal electronics
Wearables

11




Development tools for STM32N6 series

Jump-start your evaluation, prototyping, and design

* $56.25

@ @ price (RRP)
NUCLEO-N657X0-Q STM32N6570-DK B-CAMS-IMX expansion board

Affordable prototyping Advanced prototyping including Al Rolling shutter camera, M12 removable lens,

STLINK v3, ST morpho, ARDUINO®, MIPI STLINK v3, ST morpho, Arduino®, MIPI m“'tt'.zone ‘?'t'reRCt T'?e'o‘c;f.“ght Semsor g;e”.'a'
CSI-2 connector, USB 2.0, 1GB Ethernet connector, USB 2.0, 1 Gbyte Ethernet, 32 motion unit, Raspberry Fi compatible 22-pin

Mbytes HexaRAM, Audio Jack, SD card co_nne_ctor. :
Included in discovery Kkit.

Camera connector compatible with Raspberry.
12



A comprehensive ST camera offer to
complete your STM32N6 design

Complete your computer vision setup with ST BrightSense advanced
cameraimage sensors

i T = price (RRP)
STEVAL-55G1MBI camera board STEVAL-66GYMAI camera board STEVAL-CAM-MOI module board

0.56MP smart global shutter camera 1.5MP global shutter camera (ST for plugging
(ST sensor), M12 removable sensor), M12 removable any ST BrightSense promodule,
lens, 22-pin connector & flex cable lens, 22-pin connector & flex cable 22-pin connector & flex cable

"l @ More about ST BrightSense image sensor here 13
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https://www.st.com/content/st_com/en/campaigns/st-brightsense-imag-mccmos.html
https://www.st.com/en/evaluation-tools/steval-55g1mbi.html
https://www.st.com/en/evaluation-tools/steval-66gymai.html
https://www.st.com/en/evaluation-tools/steval-cam-m0i.html
https://www.st.com/en/evaluation-tools/steval-66gymai.html
https://www.st.com/en/imaging-and-photonics-solutions/vd66gy.html
https://www.st.com/en/evaluation-tools/steval-55g1mbi.html
https://www.st.com/en/imaging-and-photonics-solutions/vd55g1.html
https://www.st.com/content/st_com/en/campaigns/st-brightsense-imag-mccmos.html
https://www.st.com/en/evaluation-tools/steval-cam-m0i.html
https://www.st.com/en/evaluation-tools/steval-cam-m0i.html

Leveraging STM32Cube framework

Tools and software supporting you during all your design steps

Evaluation, Hardware and Code and hardware Runtime
prototyping, software Application development and debug options application

and selection configuration programming monitoring

Complemented with open-source frameworks and partner solutions

Ea - ‘ o q
é‘ — ] G THREAD mr Zephyr” m ATTEL Visual Stu%jCOde
17
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STM32Cube. Al

ST Edge Al model zoo @ @ @ Optimize your NN model

Generate
optimized code

Bring Your Own Model ."
STM3?2
Cube Al
' Graph optimizer | Quantizer | Memory optimizer c Optimized
O PyTorch | model
Powered by =, ST Edge Al I
Ke ras — ST Edge Al Core technology ‘.‘.’ Core >

O learn B
‘ P S a Al runtime

MATLAB STM32Cube Command-line I

ecosystem interface

Neural network model converter
1 for STM32 MCU
TensorFlow @ ONNX @ ONNX STM32 C-code
of the optimized model

and Al runtime (.a)

Ky 15
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Get started with edge Al examples

Advance your product

offering with edge Al §

Start your

B
ST Edge Al journey now |8

* Application example showing
a people detection use case.

+ Application like people -
detection but built around a

« Demonstrating typical Al multi-pose estimation use .
computer vision application: case.
camera capture, pre- * RTOS-based application
processing, single model example. .

inference and post-
processing.

* RTOS-based application
example.

Ly

life.augmented

4

Multipose estimation Hand landmark detection

Application example showing
hand landmark detections.
Demonstrating the execution
of two NN models
consecutively.

RTOS-based application
example.

H264 encoding / USB

UVC streaming

Demonstrating a more
complete application
involving several STM32N6
multimedia features: NPU to
perform the inference, H264
encoding and USB video
device class stream output
data to a PC.

RTOS-based application
example.

@R Access the source code here

Power measurement

+ Demonstrating low power

optimizations.

Enabling easy power
measurement on STM32N6
discovery board.
Bare-metal application
example.

16


https://www.st.com/en/development-tools/stm32n6-ai.html

Our technology
starts with You

g Contact us at edge.ai@st.com

@ Find out more at st.com/STM32N6

© STMicroelectronics - All rights reserved.

ST logo is a trademark or a registered trademark of STMicroelectronics International NV or its affiliates in the EU and/or other countries. ‘
For additional information about ST trademarks, please refer to www.st.com/trademarks.
All other product or service names are the property of their respective owners.
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http://www.st.com/trademarks
mailto:edge.ai@st.com
https://www.st.com/en/microcontrollers-microprocessors/stm32n6-series.html
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Getting started with Al
and the STM32N6 with ST
Model Zoo

Julian ETTARIAN

Application engineer



Introduction

How can we deploy Al to my STM32N67?

* Where to get models?
« How to train models?
e How to embed a model on a STM32N67?

Ly
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ST Model Zoo

ST Model Zoo:
Collection of models for multiples use cases

ST Model Zoo Services:
Scripts for training, benchmark, quantization, deployment etc.

Link: https://github.com/STMicroelectronics/stm32ai-modelzoo

Ly
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https://github.com/STMicroelectronics/stm32ai-modelzoo

ST Edge Al Core

>
sTM32 N
Cube Al
(®) ST Edge Al

Developer Cloud

P

ST Edge Al Core




How to use ST Model Zoo

e Choose a use case

 Edit ! user_cenfigiyaml to define what you want to do

* Run [# stm32ai_main.py to make it happens

Ly

life.augmented



Ly

life.augmented

Audio Event Detection
Image Classification

Hand Posture

Human Activity recognition
Instance segmentation
Object detection

Pose estimation

Semantic segmentation
Speech enhancement

Use cases in ST Model Zoo




Ly
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operation_mode
attribute

training
evaluation
quantization
prediction
benchmarking

deployment

chain_tgeb

chain_tge
chain_eqge

chain_gb

chain_eqgeb

chain_qd

Operation modes

Operations

Train a model from the variety of classification models in the model zoo (BYOD) or your own model (BYOM)
Evaluate the accuracy of a float or quantized model on a test or validation dataset

Quantize a float model

Predict the classes some images belong to using a float or quantized model

Benchmark a float or quantized model on an STM32 board

Deploy a model on an STM32 board

Sequentially: training, quantization of trained model, evaluation of quantized model, benchmarking of
guantized model

Sequentially: training, quantization of trained model, evaluation of quantized model
Sequentially: evaluation of a float model, quantization, evaluation of the quantized model
Sequentially: quantization of a float model, benchmarking of quantized model

Sequentially: evaluation of a float model, quantization, evaluation of quantized model, benchmarking of
guantized model

Sequentially: quantization of a float model, deployment of quantized model




%
DATA

ST Edge Al model zoo

Bring Your Own Model

Ly
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Training
Quantization
Evaluation

A

Python

Benchmark and Deployment

I

ST Edge Al Core

.
sTM32 U
CubelDE

ST Model Zoo

>




Model Zoo Setup

Clone ST Model Zoo Services

Follow the Before you Start to install all requirements

Get the N6 Getting Started applications and add it to ST Model Z00
Install ST Edoe Al Core and the NPU addon
Install STM32CubelDE

a M w0 N PF
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https://github.com/STMicroelectronics/stm32ai-modelzoo-services
https://github.com/STMicroelectronics/stm32ai-modelzoo-services
https://www.st.com/en/development-tools/stm32n6-ai.html
https://github.com/STMicroelectronics/stm32ai-modelzoo-services/blob/main/image_classification/deployment/README_STM32N6.md
https://www.st.com/en/development-tools/stedgeai-core.html
https://www.st.com/en/development-tools/stm32cubeide.html

ST Model Zoo Folder

Architecture

Jgit

application_code

audio_svent_detection
commaon
hand_posture

hurnan_activity_recognition benchrmarking

image_classification config_file_examples

instance_segmentation data_augrentation

object_detection datasets evaluation

pose_estimation deployment experiments_outputs

sermnantic_segmentaticn pretrained_models maodels
speech_enhancement - SrC prediction
st_zoo ¥ LICENSE.md preprocessing
tutorials * README.md quantizaticn

#| CODE_OF_COMDUCT.md training

#| COMTRIBUTING.md utils

| LICENSE.md # LICEMSE.md

* README.md * README.md

[Z] requirements.txt Es str32ai_main.py

¥ SECURITY.md 'l user_config.yaml

K’l In each folder, you will find readme to help you

life.augmented



ST Model Zoo Folder

Jgit

application_code

audio_svent_detection
coemmen

hand_posture
hurnan_activity_recognition
image_classification

instance_segmentation

ohject_detection
pose_estimation

sermnantic_segmentaticn

L

¥

speech_enhancement -
st z00 @Activate my virtual env
tutorials

CODE_OF_COMDUCT.md
COMTRIBUTING.md
LICEMSE.md

README.rd

|j requirements. bt

Ly
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¥

SECURITY.md

Steps to create an Al project

datasets

deployment

pretrained_rmodels

0 Get a dataset

9 Get a model

benchrmarking

config_file_examples

data_augrnentation

evaluation

experiments_outputs

s

¥ LICENSE.md

*| README.md

maodels
prediction
preprocessing
quantizaticn
training

utils

# LICEMSE.md

* README.md

[# stm32ai_main.py QRUH the scripts

user_config.yaml eDeﬂne What tO do




Image classification:

datasets

deployment
pretrained_models
SrC

* LICEMSE.md

¥ README.md

Ly
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dataset root_directory/
class_a/
a_image 1.jpg
a_image 2.jpg
class b/
b image 1.jpg
b image 2.jpg

Required structure

1. Get a dataset




2. Get a model

@ @ BB efficientnet

“ -

M fdmobilenet

@

<

O P TOr'Ch B mobilenetvi
Keras y
‘e’l BB mobilenetv2
‘ B resnet50v2
MATLAB
1F BB resnetv
TensorFlow @ ONNX @ ONNX BB squeszenetvl.t
[ st_mnist

Model Zoo Image Classification
Models

"l https://github.com/STMicroelectronics/stm32ai- modelzoo/tree/main/image classification

life.augmented



https://github.com/STMicroelectronics/stm32ai-modelzoo/tree/main/image_classification

3. user_config.yaml

general:
project_name: imagenet
model_path: ../pretrained_models/mobilenetw2/Public_pretrainedmodel_public_dataset/ImageNet/mobilenet_v2_8.35_128/mobilenet_v2_@.35_128.h5

Edit the user_config.yaml to define

zaved_models_dir: saved_models
what you want to do:
" global_seed: 127

gpu_memory_limit: 24

num_threads_tflite: 12

operation_mode: chain_egeb

Key parts to define:
* Model path "

test_path: "/local/datasets/ic_imagenet_2012/validation/"

.
b Operatlon I I Iode quantization_path: "/local/datasets/ic_imagenet_2812/quantization/"
« Class name

{ scale: 1/127.5, offset: -1 }

« Dataset paths

aspect_ratio: fit

* Other parameters
depending on the

. quantization_type: PTQ
Operatlon l I lode quantization_input_type: uint8
quantization_output_type: float

export_dir: quantized_models

tools:
stedgeai:
version: 10.8.@

I .
I pS . optimization: balanced

Train -> Quantize & Benchmark -> Deploy patiifi:';iiiiéii;

C:/Users /<0000 /STM32Cube/Repository/Packs/STMicroelectronics/X-CUBE-AL/<*.* . *>/Utilities /windows/stedgeal. exe
ST/5TM32CubeIDE_<*.*.*>/STM32CubeIDE/stm32cubeide. exe

) /4
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4. Run the experiment

* Open aterminal

« Activate the virtual env

* Run the stm32ai_main.py (in /src) hydra
logs
You get the results in /src/experiments_outputs quantized_models

zaved models
stm32ai_files
|=| stm32ai_main.log

@ Training_curves.png

Ly
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Seek help on ST Community — Edge Al

‘,_I @ FAas 8§

Product forums - Knowledge base ¥  Academy About v  Developer news

Edge Al

All community v Q Search all content

STMicroelectronics Community > Product forums > Edge Al Options £
Forum Posts Sorted by: | Most recent activity v Sign In to Post

Top labels ~
E N
@ by caker - Visitor @ 28 ©O1 0o ¢ Previous 1077 Next>
$TM32N6 DevKit cannot create buildable Al project from CubelDE via create new project
2025-02-18 D1-14 PM Edge Al |

| STM32CubeAl |

by Ibnu - Visitor @20 D1 Bo | p—— |
STM32N6 Camera Module S —
2025-02-18 11:11 PM Edge Al | Machine Learning & Al |
;r[; by johngj « Senior @37 D1 O | NanoEdge Al Studio |
How to use STEVAL-C34KAT2 with STEVAL-STWINBX1 ? | STM32CubeMX ‘
2025-02-17 03:27 AM Edge Al B
STM32 ML & Al

. by Mahdouch - Associate Il @ 265 O6 B3 |7|
@, Issue with NanoEdge Al Model Training on STWINBX1 (STEVAL-S TWBXCS1A) | STMIZHT Series ‘
2025-02-15 01:35 AM Edge Al |

| ST Edge Al Core ‘
o byathemz7 - A te Il 275 8 5 ]
Q@} y athem: ssociate @ o 0 | Accelerometers ‘
& Not able to download generated files in ST Edge Al Developer Cloud -
2025-02-07 D1:57 AM Edge Al | STM32L4 Series ‘

) /4
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https://community.st.com/t5/edge-ai/bd-p/edge-ai

Elektor contest

Get Ready for the STM32N6 Challenge!
Timeline:

» Challenge Launch: 10 January 2025

» Exclusive STM32N6 Webinar: 20 February 2025

+ Board Shipment Begins: 28 February 2025

* Deadline for Project Ideas: 30 April 2025

* Deadline for Final Project Submissions: 1 September 2025
*» Nominees Revealed: 30 September 2025

* Grand Winner Announcement: November 2025 - Stay Tuned!

https://www.elektormagazine.com/stm32ai

Ly
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https://www.elektormagazine.com/stm32ai

Links

ST Model Zoo: https://github.com/STMicroelectronics/stm32ai-modelzoo

ST Model Zoo Services: https://github.com/STMicroelectronics/stm32ai-modelzoo-services

Application code examples: https://www.st.com/en/development-tools/stm32n6-ai.html

ST Edge Al Core https://www.st.com/en/development-tools/stedgeai-core.html

ST Edge Al Core and N6 documentation: hitps://stedgeai-dc.st.com/assets/embedded-docs/index.html

ST Community Edge Al: hitps://community.st.com/t5/edge-ai/bd-p/edge-al

Lys
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https://github.com/STMicroelectronics/stm32ai-modelzoo
https://github.com/STMicroelectronics/stm32ai-modelzoo-services
https://www.st.com/en/development-tools/stm32n6-ai.html
https://www.st.com/en/development-tools/stedgeai-core.html
https://stedgeai-dc.st.com/assets/embedded-docs/index.html
https://community.st.com/t5/edge-ai/bd-p/edge-ai

Our technology
starts with You

Find out more at www.st.com

© STMicroelectronics - All rights reserved.

ST logo is a trademark or a registered trademark of STMicroelectronics International NV or its affiliates in the EU and/or other countries. ‘
For additional information about ST trademarks, please refer to www.st.com/trademarks.
All other product or service names are the property of their respective owners.
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